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A B S T R A C T

In this study, the hydrodynamic cavitation on a chip reactor (HC on a chip), facilitated by two configurations: a 
micro-orifice and a long diaphragm, was utilized to produce the reactive species, particularly hydroxyl radicals 
(•OH). The micro-orifice configuration allowing intense localized pressure gradients promotes intense cavitation 
events, leading to higher yields of •OH per unit energy input (0.6 × 10−6 g/J in comparison to 3.0 × 10−8 g/J for 
the long diaphragm configuration in the cavitation inception regime). This is advantageous for applications 
requiring concentrated •OH production, such as advanced oxidation processes. In contrast, the long diaphragm 
reactor, despite a larger power input (6.4 W at 2.9 MPa compared to 1.5 W for the micro-orifice configuration), 
provides a more uniform distribution of radicals along its length, based on the temporal trend of I3− formation. 
This shows a gradual and sustained rate compared to the sharp, early peak in the micro-orifice reactor. The lower 
reaction in Reactor 2 indicates that radical formation occurs over a wider area rather than being localized. This 
aligns with the geometry and flow pattern of the diaphragm which allows for a larger zone of cavitation and 
longer bubble activity. Comparative analysis reveals that microscale reactors demonstrate higher reaction rates 
and sharper peaks in I3− production than macroscale reactors, which show higher chemical activity. The orifice 
possesses the highest maximum peak in the microreactors, and the long diaphragm releases more uniformly 
distributed radicals, with microscale systems overall having higher energy efficiency and lower energy costs.

1. Introduction

Cavitation is described as the formation, expansion, and subsequent 
collapse of gas or vapor bubbles due to localized pressure fluctuations. 
This physical phenomenon occurs when the pressure in a liquid reduces 
abruptly and below its vapor saturation pressure. The collapse of cavi-
tation bubbles generates a substantial amount of energy (1–1018 kW/ 
m3) in a brief moment, inducing thermal, mechanical and chemical ef-
fects in the surrounding liquid [1]. In an aqueous medium, when 

cavitation bubbles reach a sufficient size, the pressure difference be-
tween the bubble interior and the surrounding medium exceeds the 
critical threshold, resulting in violent implosion, thereby giving rise to 
temperatures in excess of 5000 K (hot gas core of the bubble) and 
pressures reaching 1000 bar [2]. The mechanical effects, such as shock 
waves (in the GPa range), shear stresses (0.1–10 MPa), high velocity 
microjets (over 100 m/s) [3], as well as chemical effects such as for-
mation of highly active hydroxyl radicals (•OH) resulting from localized 
hot spots, could be utilized in a wide range of applications [4].
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E-mail addresses: ali.kosar@sabanciuniv.edu (A. Koşar), itzanakis@brookes.ac.uk (I. Tzanakis), morteza.ghorbani@sabanciuniv.edu (M. Ghorbani). 
1 Both authors are co-first authors.

Contents lists available at ScienceDirect

Chemical Engineering Journal

journal homepage: www.elsevier.com/locate/cej

https://doi.org/10.1016/j.cej.2025.164356
Received 29 January 2025; Received in revised form 24 May 2025; Accepted 30 May 2025  

Chemical Engineering Journal 517 (2025) 164356 

Available online 4 June 2025 
1385-8947/© 2025 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 

mailto:ali.kosar@sabanciuniv.edu
mailto:itzanakis@brookes.ac.uk
mailto:morteza.ghorbani@sabanciuniv.edu
www.sciencedirect.com/science/journal/13858947
https://www.elsevier.com/locate/cej
https://doi.org/10.1016/j.cej.2025.164356
https://doi.org/10.1016/j.cej.2025.164356
http://creativecommons.org/licenses/by/4.0/


Based on their generation mechanisms, cavitation phenomena could 
be classified into two main types: hydrodynamic cavitation (HC) and 
acoustic cavitation (AC) [5]. While AC is generated by applying ultra-
sound waves with a cyclic succession of expansion (rarefaction) and 
compression phases, HC is a continuous phenomenon that occurs when a 
steady liquid flow passes through a flow constriction or around an 
obstacle leading to the formation of localized low-pressure regions. 
Compared to AC, the process of HC has recently gained significant 
attention particularly for large-scale industrial applications, owing to its 
advantages in scalability, cost effectiveness, energy efficiency, and 
simplicity. It has been recently reported that HC can also be an effective 
tool for chemical and biological applications, e.g., microbial inactiva-
tion [6], removal of organic compounds [7], decomposition of waste- 
activated sludge [8], food processing [9], pharmaceuticals [10], emul-
sification [11] and exfoliation [12]. Compared to the well-known me-
chanical effects of bubble collapse (such as shock waves [13–19]), the 
chemical effects particularly in HC have been rarely investigated [20]. 
In this regard, the extreme conditions such as high temperatures and 
pressures in the interior of the bubble can cause the homolytic dissoci-
ation of water molecules and decomposition of dissolved oxygen (O2) 
molecules in the cavities and formation of highly reactive species, such 
as hydroxyl radicals (•OH), oxygen atoms (•O), hydrogen atoms (•H), and 
hydroperoxyl radicals (HO2•) [21]. The recombination of •OH and HO2•

forms hydrogen peroxide (H2O2) outside the hot bubbles. In addition, •H 
and •OH species can react with produced H2O2 to generate •OH and HO2•

[22]. These species play a crucial role in the chemical processes induced 
by cavitation, as they can break-down complex organic compounds 
[23], degrade pollutants [24] and initiate oxidation reactions [25]. 
Additionally, an increase in the number of free radicals in a flow 
constriction due to the bubble collapse improves the efficiency of the 
oxidation process [23]. Thus, all these effects make the cavitation phe-
nomenon a multi-functional and versatile sustainable technology.

Despite the challenges associated with quantifying •OH due to their 
extremely short lifetimes (~1 ns) [26], there are numerous attempts to 
quantify their production using a range of dosimeters, including Elec-
tron Spin Resonance (ESR) [27], salicylic acid dosimetry [28], Fricke 
dosimetry [29], terephthalic acid [30], and potassium iodide dosimetry 
(KI) [31]. However, the highly reactive nature of •OH makes it a chal-
lenging task to capture their behavior before they react with other 
molecules or decompose. In the context of HC and •OH detection, KI 
dosimetry presents several advantages that make it a superior choice for 
certain applications. KI dosimetry has been inspired by the Weissler 
reaction as a simple, cost-effective and widely acceptable technique 
[32], since it can be performed with minimal technical equipment, 
making it more accessible for routine testing [33]. KI dosimetry is less 
prone to the interference from other reactive species compared to 
methods such as salicylic acid dosimetry, which may be affected by 
other radical species present in the system. In comparison to Fricke re-
action and terephthalate dosimetry, KI dosimetry is more efficient and 
accurate and less complicated [34]. Moreover, KI dosimetry provides 
direct and real-time measurement of radical production, which can be 
more convenient for studying transient species in cavitation processes. 
According to these factors, KI is a well-established reagent for quanti-
fying reactive species, particularly iodine radicals and tracking •OH 
during cavitation, which can serve as indicators of the oxidative con-
ditions generated by cavitation. The tri-iodide ion (I3−) is a key species in 
KI dosimetry, characterized by enhanced stability and a distinctive 
absorbance peak within the UV–visible spectrum, typically observed at 
353 nm [35]. Although various studies have utilized KI dosimetry, there 
is a significant gap regarding the detailed investigation of the •OH 
production in HC. Thus, microscale HC could be a perfect concept, due 
to controlled environment, to investigate the relationship between the 
HC mechanisms including flow regimes and •OH production [32,35]. 
Other reactive oxygen species (ROS) besides •OH can react with KI, and 
their contributions need to be taken into account. In particular, super-
oxide anions (O2•−) can undergo redox reactions with iodide ions (I−) to 

form iodine (I2). Singlet oxygen (1O2) and ozone (O3) can undoubtedly 
be generated under specific conditions; however, they are not believed 
to be predominant species in cavitation systems as compared to •OH 
[36]. Here, we were most interested in •OH since they are typically the 
most reactive and most abundant ROS in cavitation-mediated chemical 
processes. They are significantly more reactive than O3 [37] and O2•−

[38], and play a more central role in chemical and environmental 
cavitation applications.

Besides the chemical aspects of HC bubble collapse, surface topology 
and device geometry in microfluidic reactors (microscale HC reactors) 
are also critical parameters that facilitate bubble formation leading to 
more intense collapses, the enhanced energy release and increased •OH 
production [39]. In terms of the influence of reactor geometry on HC 
behavior, which influences the key parameters that impact the cavita-
tion inception and resulting flow behavior, various studies were per-
formed. For instance, Simpson and Ranade [40] developed 
computational fluid dynamics models to simulate cavitating flows 
through orifices. They made detailed comparisons of their findings with 
experimental results and demonstrated that important parameter-
s—such as the orifice thickness, inlet geometry, and wall angling—have 
a profound effect on the cavitation inception, pressure recovery gradi-
ents, and collapse conditions. Long et al. [41] performed experiments in 
a venturi tube, measuring and analyzing cavitation stages to demon-
strate that a constant critical pressure ratio and cavitation number 
govern cavity length development, thus, exhibiting a distinct linear 
correlation with an apparent transition threshold. Medrano et al. [42] 
highlighted that microchannel geometry, specifically the shape of di-
aphragms and micro-venturis, plays a decisive role in the transition to 
two-phase flow and cavitation behavior under high pressure loss con-
ditions. While the configuration and geometry of the reactor signifi-
cantly influence cavitation behavior, Kerboua et al. [43] demonstrated 
that maximizing collapse intensity for effective sonochemical activity 
requires a balance between energy accumulation and condensation. In 
this context, Hong et al. [44] conducted a numerical investigation of 
bubble dynamics in a Venturi reactor and found that wall-generated 
bubbles exhibit the most energetic oscillations, with maximum 
collapse pressures occurring during the most intense downstream cavi-
tation events. In addition, Lobasov and Kravtsova’s [45] mathematical 
modeling of cavitating flow behind a cylinder—in a comparison of 
smooth and textured surfaces—illustrated how surface structure, and 
the presence of triangular prisms in particular, strongly influences 
cavitation inception, cavity dynamics, and drag coefficients at low to 
medium upstream pressures. Additionally, Maleki et al. [46] investi-
gated the chemical effects of microscale HC across various microfluidic 
reactor configurations. Their findings indicate that the reactor geometry 
regulates the cavitation performance and radical production—wherein 
the micro-orifice reactor demonstrates a superior performance relative 
to other configurations owing to intensified flow dynamics and elevated 
bubble collapse frequencies.

Cavitation behavior differs significantly between microscale and 
macroscale reactors mainly due to the interactions and dynamics at 
different scales. Scaling down from macroscale to microscale HC re-
actors is anticipated to enhance •OH production. This improvement 
arises from the intensified bubble dynamics at the microscale, where the 
rapid expansion and collapse of cavitation bubbles generate signifi-
cantly higher localized pressures and temperatures. These extreme 
conditions facilitate the thermal decomposition of water molecules 
within the cavitation bubbles, thereby increasing the production of •OH 
[47,48]. The compact dimensions of microscale HC reactors also allow 
for precise control over flow patterns and cavitation zones, offering 
advantages for applications requiring targeted and efficient radical 
production [49]. This study investigates the influence of reactor geom-
etry on cavitation intensity and •OH production in microscale HC re-
actors, using KI dosimetry to assess the chemical effects of cavitation in 
two microfluidic configurations: micro-orifice and long diaphragm. The 
findings reveal how reactor design, cavitating flow patterns, and 
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upstream pressure impact •OH generation, demonstrating that lower 
pressure drops in microscale HC reactors can effectively promote 
localized and rapid radical production.

2. Materials and methods

2.1. KI solution preparation

A concentration of 0.1 M KI was employed for dosimetry to monitor 
•OH production during cavitation process. Two equal KI solutions with a 
0.1 M concentration were prepared by mixing deionized (DI) water with 
KI powder sourced from ISOLAB Chemicals (Germany) at 50 rpm for 
approximately 4 min. One sample was left untreated for reference (No 
Cavitation), while the others were transferred to the HC test rig and 
passed through the HC reactor.

2.2. Design and fabrication of microscale HC reactor

The experiments were performed using two microscale HC reactors, 
micro-orifice (Reactor 1) and long diaphragm (Reactor 2) reactors with 
different design parameters summarized in Table 1 and Fig. 1. Both 
reactors consisted of three regions including an inlet channel, an 
extension channel, and a nozzle that acted as a flow-restrictive element 
triggering HC formation [50]. Due to the symmetrical design of both 
reactors, they could be used in both flow directions. When the flow di-
rection was changed, the same cavitating flow pattern could be obtained 
at the same upstream pressure. Fabrication of microscale HC reactors 
involved semiconductor based adopted microfabrication techniques. 
The fabrication process consisted of several key stages: substrate prep-
aration, photolithography, etching, metal deposition, and bonding. 
Substrate preparation began with RCA (Radio Corporation of America) 
cleaning of a silicon (Si) wafer, followed by the deposition of a 500 nm 
thick silicon dioxide (SiO2) layer on both sides of the substrate. This step 
ensured insulation and enhanced adhesion for the subsequent processes. 
Photolithography was conducted with a Süss ACS200 GEN3 coater and 
MLA 150 developer. A 2 μm layer of ECI 3007 photoresist was applied 
and patterned, defining the basic structure of the reactor channels and 
holes. The SiO2 layer exposed during this process was dry etched on an 
SPTS APS tool to a depth of 500 nm to establish correct delineation of 
micro-structures in the reactor. The remaining ECI 3007 photoresist was 
removed through the combination of Tepla plasma ashing and wet 
chemical. The metal deposition process involved a two-step sputtering 
approach, where a 10 nm titanium (Ti) layer was deposited as an 
adhesion promoter, followed by the deposition of a 1 μm thick 
aluminum (Al) layer. All the deposition process was performed using the 
DP650 sputtering system for obtaining homogeneous and controlled 
formations of a thin metal layer. To achieve higher resolution features, 
Electron Beam Lithography (EBL) system was employed. A 500 nm layer 
of ZEP 520A resist was deposited, followed by patterning and then SiO2 
dry etching and resist stripping. The final structure of the reactor was 
realized via a two-step deep-etching process, where samples were first 
coated with AZ 10XT-60 photoresist to a thickness of 8 μm, then 
photolithography was carried out using the MLA 150 system in a rapid 

mode for both exposure and development, targeting a controlled depo-
sition of 1800 μm of port layer material. Subsequently, two successive 
dry etching processes using an SPTS Rapier system were performed with 
an initial etch to 475 μm depth, followed by a deeper etch down to 60 
μm. Al and Ti, as well as remaining SiO2 layers were removed using 
Plade Metal and Plade Oxide wet benches. At the final step, anodic 
bonding was implemented to join the Si substrate with a Borofloat glass 
wafer, yielding a hermetically sealed reactor. The Borofloat glass wafer, 
cleaned by Piranha solution (a mixture of concentrated sulfuric acid 
(H2SO4) and H2O2, in a ratio of 3:1) to offer ideal bonding conditions. 
Annealing was then performed using an SB6 machine in order to relieve 
residual stresses and impart a higher strength to the bond. Fig. 1(a–k) 
schematically outlines the entire process with step-by-step intercon-
nection of the microscale HC reactor.

2.3. Experimental test rig and experimental procedure

The experimental setup (Fig. 2a) was designed to incorporate the 
microscale HC reactors (Fig. 2b and c) with a tubing system and proper 
fittings. The system was fed with different upstream pressures from a 
high-pressure nitrogen tank, sourced from Linde Gas, Gebze, Kocaeli. 
The nitrogen tank was connected to a 1-gallon container (Swagelok, 
Erbusco BS, Italy) filled with a mixture of DI water and 0.1 M KI solution. 
In both reactors, the solution temperature was measured by a thermo-
couple before and after cavitation. Accordingly, it was consistently 
observed to remain around 22 ◦C, equivalent to room temperature. This 
result ensured that temperature variations did not influence •OH pro-
duction. The fluid reservoir was securely attached to the system using 
compatible fittings. The pressure within the system was measured using 
pressure gauges (Omega, USA, range of up to 20.7 MPa) located at the 
terminal end of the experimental setup as well as on the sandwich as-
sembly holding the reactor. A fine control valve was used to control the 
flow within the system. Additionally, silicon micro-O-rings were 
employed at critical junctions to ensure leak-proof action.

Prior to each experimental run, all components, including connec-
tors, valves, device holder, reactor, and associated tubing were thor-
oughly cleaned to remove any possible contaminants. The samples 
containing KI were carefully transferred to the sample container shown 
in Fig. 2 to be exposed to HC inside the microscale HC reactor. As the aim 
of this study was to investigate the •OH production level under different 
HC conditions, namely inception, developed and super-cavitation, the 
upstream pressure (Pup

)
was changed to achieve these flow patterns 

while the downstream pressure was kept constant at atmospheric pres-
sure. The upstream pressures corresponding to inception, developed and 
super-cavitation flow condition for Reactor 1 and Reactor 2 were found 
as 0.52, 1.24, 2.9 MPa and 1.03, 2.07, 2.9 MPa, respectively. For every 
HC condition, 5 cycles were examined, and each took around 10 min—a 
timeframe allowed by selecting an appropriate solution volume to pre-
vent time-dependent effects. For each cycle, samples (3 mL) were 
collected at two time points—minute 4 and minute 8—to effectively 
capture the evolution of •OH production. Both untreated (No cavitation) 
and treated samples were analyzed simultaneously using UV–Vis spec-
troscopy (Varian Cary 5000 UV–Visible-NIR Spectrometer). The exper-
imental conditions for each cavitating flow pattern in both reactors are 
summarized in Table 2. It should be noted that the volume of the solu-
tion increases by upstream pressure to keep the treatment duration 
constant at 10 min. The experiments were repeated for three times to 
ensure reproducible and reliable results.

In our system, under the condition even without cavitation, I2 could 
still be formed by trace oxidative reactions, possibly through dissolved 
oxygen, resulting in the creation of trace amounts of I2. 

4I− + O2 + 2H2O→2I2 + 4OH−

I2 + I−→I3
−

In the course of this work, to establish the impact of cavitation on the 

Table 1 
Geometrical parameters of the microscale HC reactors (see also Fig. 2 for 
clarity).

Design parameters Definition Reactor 1 Reactor 2

L1 Inlet channel length 3955 μm 3000 μm
L2 Nozzle length 90 μm 2000 μm
L3 Extension channel length 3955 μm 3000 μm
D Depth 60 μm 60 μm
W1 Inlet channel width 900 μm 2100 μm
W2 Nozzle width 200 μm 700 μm
W3 Extension channel width 900 μm 2100 μm
Dh Nozzle hydraulic diameter 92.30 μm 110.53 μm
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Fig. 1. Fabrication process flow of the microscale HC reactor, a) photoresist casting on a 500 nm SiO2-coated wafer, b) Etching of SiO2 layer and stripping of the 
photoresist, c) 10 nm of Ti and 1 μm of Al sputtering on the backside of the wafer to increase the wafer durability, d) EBL mask application to define high-resolution 
microchannel patterns on the Si substrate, enabling precise control over channel dimensions, e) Etching of Si using the EBL-defined mask to etch microchannels with 
exact depth and profile, f) Lithography for the fabrication of the ports, g) Etching of Si, h) Photoresist stripping and wet etching and second etching to open inlets, 
outlets, and pressure ports, i) Wet etching for the removal of Al and Ti, j) Wet etching of SiO2 layer, k) Anodic bonding of the Si and glass wafers.

Fig. 2. Schematic of the (a) experimental setup, and (b) Reactor 1 configuration, and (c) Reactor 2 configuration (L1: Inlet channel length, W1: Inlet channel width, 
L2: Nozzle length, W2: Nozzle width, L3: Extension channel length, W3: Extension channel width).
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triiodide formation, we employed the determination of the absorbance 
of the solution in the presence and absence of cavitation.

2.4. Characterization methods

2.4.1. High speed visualization of cavitating flows inside the microscale HC 
reactor

The HC phenomenon in the microscale HC reactor was visualized 
with a high-speed camera to capture high-speed fluid flow recordings. 
During HC inception and cavitating flow evolution, the fluid flow speed 
can typically exceed 40 m/s, which requires a high frame rate. To cap-
ture the flow images, a high-speed camera with a double-shutter CMOS 
sensor (Phantom VEO-710) was employed. The images were recorded 
under a range of conditions, between 7500 and 24,000 frames per sec-
ond (fps) with resolutions of 1280 × 800 to 512 × 512 pixels, respec-
tively. The camera was equipped with a macro- lens (type K2 DistaMax) 
featuring a focal length of 50 mm and a f-number of 1.2. This allowed for 
detailed zooming during visualization. A cold light halogen source (SOIF 
5100-L) was positioned at the front of the microscale HC reactor to 
provide the required background illumination during image acquisition.

2.4.2. UV–Vis spectroscopy and analysis procedure
In KI dosimetry, KI initially present in the solution subjected to HC, 

and the •OH generated from dissociation of water react with iodide ions 
(I−) from the KI leading to formation of iodine radicals I2− and I3−. The 
main reactions occurring in this method are shown below [33]: 

H2O→ȮH + Ḣ 

I− + ȮH→I + OH−

I + I−→I2
−

2I2
−→I2 + 2I−

I2 + I−→I3
−

The formation of I3− was used as an indicator of •OH production. 
UV–Vis analysis required approximately 2.5 min, and sampling at mi-
nutes 4 and 8 allowed immediate remeasurement of the absorbance after 
each UV–Vis analysis. This approach ensured at least two samples per 
cycle, providing sufficient data for accurate analysis. The absorbance of 
collected samples was measured using the UV–Vis spectroscopy (at 
wavelength around 353 nm [51]), providing valuable information about 
•OH formed during HC bubble collapse. Before each experiment, the 
initial absorbance value of the mixed (untreated and No Cavitation 
condition) 0.1 M KI solution was also measured. The Beer-Lambert Law 
was used to calculate the I3− concentration (g/L) in the sample. 

A = ϵ⋅c⋅l (1) 

Here, A is the absorbance, ϵ is the molar absorptivity, c is the con-
centration of the solution, and l is the path length of the cuvette (1 cm). 
To calculate ϵ, several I3− solutions of known concentrations (0.1 M, 0.5 
M, 1 M) were prepared, and their absorbances were measured with a 
UV–Vis spectrophotometer at the I3− peak wavelength. Absorbance 
values were plotted against concentration (with a path length of 1 cm). 

The molar absorptivity (ϵ) of I3− at the wavelength of 353 nm was 
calculated from the slope of the linear relationship between absorbance 
(A) and concentration (c) of the solution and was found to be 26,200 
M−1 cm−1 [32].

2.5. Evaluation of mixing speed and KI concentration

We focused on the role of HC on the •OH production, therefore, the 
effects of parameters such as mixing and KI concentrations were sup-
pressed. The use of higher KI concentrations might lead to over- 
saturation or disrupt the detection process by altering the chemical 
equilibrium, thereby reducing the sensitivity to •OH detection. To ensure 
complete dissolution and exclude the impact of stirring rates on the 
results obtained from HC treatment, the 0.1 M KI solution was mixed at 
three different rating speeds (50, 100, and 150 rpm) until a clear solu-
tion was obtained. The solution was then immediately analyzed using 
UV–Vis spectroscopy. As shown in Fig. 3a, the concentration of I3−

increased over time, with higher stirring speeds due to the enhanced 
mixing effect. This increase, which was observed in the absence of HC, 
shows the significant influence of mixing on KI reactivity. On the other 
hand, to investigate the effect of concentration, KI solutions with three 
different concentrations of 0.1 M, 0.5 M, and 1 M were prepared at a 
stirring speed of 50 rpm, which was selected according to the results of 
Fig. 3a (unaffected I3− concentration), and the solutions were analyzed 
using UV–Vis spectroscopy. As illustrated in Fig. 3b, the concentration of 
I3− increased with KI concentrations from 0.1 M to 1 M. As a result, to 
minimize the interference and to maintain consistent conditions during 
cavitation, we selected 0.1 M KI (prepared at 50 rpm) as the standard 
solution for all the experiments.

3. Results and discussion

3.1. Variations of I3− mass concentration with respect to time and 
upstream pressure of HC

Fig. 4a and b represent the I3− mass concentration, which is the in-
dicator for the generation of •OH measured by KI dosimetry for Reactor 1 
and Reactor 2, with respect to upstream pressure and time.

I3− formation for Reactor 1 increases to a maximum value at the 
pressure of 0.52 MPa (Fig. 4a) beyond which it decreases until a plateau 
value. The sharper drop in I3− formation observed in Reactor 1, as 
compared to Reactor 2, is primarily attributed to differences in the flow 
pattern through the micro-orifice. In Reactor 1, there is insufficient 
length for bubble formation within the nozzle itself. As a result, cavi-
tation phenomena—including shear-layer vorticities and cavity shed-
ding—occur predominantly in the extension channel, leading to a more 
abrupt pressure drop (see Fig. 5). In contrast, the longer nozzle geometry 
of Reactor 2 allows a separated bubble to form within the channel, 
enabling more effective pressure recovery before flow enters the 
extension channel. This additional recovery step mitigates the pressure 
drop and thus produces a less pronounced decline in I3− formation (see 
Fig. 4a). After this pressure, the I3− formation is approximately the same 
by increasing the pressure. The I3− formation for Reactor 2 increases up 
to around 2.07 MPa and after this pressure, the changes in I3− production 
are negligible. Accordingly, the maximum concentration of I3− for 
Reactor 1 occurs at a pressure of 0.52 MPa, whereas for Reactor 2, this 
pressure is around 2.07 MPa (Fig. 4a). The results show that the 
maximum I3− production in Reactor 1 is approximately 30 % higher than 
that of Reactor 2. The cavitating flow patterns for these configurations 
and at the prescribed upstream pressures vary dramatically. This vari-
ation is depicted in the level of the I3− formation as an indicator of •OH 
necessitating the need for in-depth investigation of the relationship 
between the cavity dynamics and chemical effects of the HC bubble 
collapse. Fig. 4b illustrates the changes in I3− production over time under 
three conditions: untreated (mixing without HC process), passing 
through Reactor 1 and Reactor 2. This figure shows that I3− production 

Table 2 
The experimental conditions for both reactors and cavitating flow patterns.

Flow pattern Reactor 1 Reactor 2

Pressure 
(MPa)

Solution 
volume (mL)

Pressure 
(MPa)

Solution 
volume (mL)

Inception 0.52 120 1.03 700
Developed 1.24 220 2.07 1000
Super- 

cavitation
2.9 320 2.9 1300
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increases over time, although this increase is dependent on both the 
pressure and type of reactor.

The results confirm that the production of I3− is higher for the HC 
treated cases, regardless of the reactor, compared to the untreated case. 
Furthermore, when comparing three different upstream pressures for 
Reactor 1, it can be observed that the highest I3− production occurs at the 
pressure of 0.52 MPa, with a production rate that increases over time. In 
Reactor 2, however, an increase in both pressure and time results in a 
rise in I3− production, with the highest production rate observed at the 
pressure of 2.07 MPa. The comparison between Reactor 1 and Reactor 2 
reveals an interesting trend for I3− production according to the cavitating 
flow pattern, upstream pressure and time of HC process. It is shown that 
a facile chemical effect of the microscale HC bubble collapse could be 
achieved even at a low upstream pressure (0.52 MPa) for Reactor 1, 
while less I3− production is attained at a high upstream pressure (2.9 
MPa) for Reactor 2.

3.2. Cavitating flow patterns inside the microscale HC reactor

Fig. 5 shows the high-speed camera images indicating the major 
cavitating flow patterns within Reactor 1 for three upstream pressures of 
0.52 MPa, 1.24 MPa, and 2.9 MPa. In each of the schematics shown, the 
transition is given through three main flow patterns of inception, 
developed, and super-cavitation condition.

The flow pattern in Reactor 1 at the pressure of 0.52 MPa is the 
incipient cavitating flow, wherein vapor formation initiates due to a 
local reduction in the pressure at the nozzle inlet. A detachment flow 
separation at the sudden contraction causes twin attached cavity for-
mations along the walls downstream of the nozzle as shown in Fig. 5a. 
These cavities remain stabilized within the developing shear layer, 
which forms between the high-velocity jet flow and adjacent recircula-
tion zones [52]. The Reynolds number, which is measured as Re =

ρ vDh/μ (where ρ, v, Dh, and μ are the liquid density, flow mean velocity, 
hydraulic diameter and viscosity, respectively) is about 3000 for this 
pressure, indicating a transitional regime of flow (Fig. 5a). To calculate 

Fig. 3. (a) I3− variation over time at different mixing speeds (rpm) and (b) I3− variation over time at different KI concentrations.

Fig. 4. (a) Pressure-dependent I3− formation in Reactor 1 and Reactor 2 and (b) time-dependent I3− formation in Reactor 1 and Reactor 2 (The effect of the mixing 
prior to HC was also considered in all graphs. Error bars represent the standard error of three independent replicates, n = 3.)
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the mean velocity, the flow rate is calculated for a specific volume and 
time of HC process (Q = V/t). In this equation, Q represents the flow 
rate in units of L/s, V denotes the volume of the graduated cylinder in 
liters (L), and t indicates the time in seconds (s). Subsequently, based on 
the equation Q = Av, where A is the nozzle cross-sectional area of 
Reactor 1 or Reactor 2, the velocity v could be calculated. In this regime, 
instabilities created by the vortex shedding, which are developed in the 
shear layer, promote bubble detachment while triggering cavitation 
inception but preserving flow coherence—a characteristic of the incip-
ient cavitating flow.

Further downstream, shedding bubbles can be seen intermittently 
(Fig. 5a), which shows that the transition toward a more developed 
cavitating flow pattern could be happened upon excessive pressure drop 
in the nozzle. This behavior agrees with the observations of cavitation in 
microfluidic reactors, where shear layer dynamics, flow separation, and 
pressure recovery play critical roles in cavitation inception and bubble 
dynamics [20]. At the pressure of 0.52 MPa, cavitation inception not 
only represents the onset of bubble formation but also promotes the 
collapse of small bubbles, which produces intense local pressure peaks 
[53,54]. Such a violent collapse could effectively dissociate water mol-
ecules to form •OH and other reactive intermediates. Moreover, the 
repeated growth and collapse of the cavitation bubbles in this regime 
dynamically changes the flow field surrounding them, thereby modi-
fying the local pressures, which further causes oscillations in the bubble 
volume. These oscillations interact with the strong variations in veloc-
ities and pressures during bubble collapse, enhancing instabilities in the 
flow field. These enhanced instabilities not only affect the flow structure 
but also promote interactions between radicals and target molecules 
such as persistent organic pollutants (POPs), pharmaceuticals, or in-
dustrial dyes, thereby amplifying the chemical effects [55].

At the pressure of 1.24 MPa, the Reynolds number is approximately 
4900 and the developed cavitating flow pattern is characterized by 
intense vapor generation (Fig. 5b). At this Reynolds number, the fully 
turbulent nature of the flow enhances vortex shedding and promotes 
interactions among the shear layer, recirculation zone, and reverse flow, 
resulting in high cavitation intensity [56]. The sharp pressure drops at 
the nozzle exit induces shear cavitating flow along the shear layer, 
which forms at the interface between the high-velocity jet flow and 
surrounding fluid. Coherent vortices develop within this shear layer and 
low-pressure cores that sustain vapor phase growth. As the penetration 
of cavitating flow progresses, shedding cavities periodically detach from 
the shear layer. This detachment is strongly influenced by the re-entrant 
jets and shockwave propagation due to sparse vapor clouds collapse 

downstream of the extension channel [57]. Below the jet flow, a well- 
defined recirculation zone develops due to flow separation and acts as 
a reservoir for vapor nuclei and contributes to bubble stabilization while 
promoting turbulence in the flow field [58,59]. At the same time, a 
reverse flow region forms at the upper boundary due to the adverse 
pressure gradient. The flow behavior mentioned above aligns with the 
observations regarding microfluidic reactors in the literature, where 
shear layer dynamics, flow separation, and turbulence intensification 
play a key role in sustaining cloud cavitation and periodic bubble 
detachment [56,58,60,61].

At the pressure of 2.9 MPa, the Reynolds number is approximately 
8000 and the super-cavitation condition could be seen in Reactor 1, 
where there is a continuous shear cavity occupying a large portion of the 
channel due to the sharp pressure drop across the nozzle (Fig. 5c). The 
elongated shear cavities develop along the shear layer due to Kelvin- 
Helmholtz instabilities produced by the velocity gradient between the 
high-speed jet flow and the surrounding fluid, leading to large-scale 
eddies [58]. These eddies have low-pressure cores, sustaining vapor 
phase formation and further enhancing cavity elongation. Further 
downstream, the shear cavity collapses in a dense cloud zone, where 
vapor bubbles condense due to pressure recovery in the expansion re-
gion, induce localized high-pressure waves, and contribute to flow 
destabilization. Large-scale eddies at the vapor cloud boundary, as seen 
in Fig. 5c, indicate the turbulent interactions with the ambient fluid, 
further stabilizing the flow and reducing the occurrence of violent vapor 
collapses. Beyond this zone, shedding bubbles detach intermittently as 
the shear layer becomes unstable under turbulent flow conditions [57]. 
In this regime, large and stable vapor bubbles extend far downstream of 
the nozzle, completely dominating the flow and drastically changing 
cavitation dynamics. Stabilization of the cavity shape implies the flat-
tening behavior of the •OH production due to energy transfer shifting 
from localized bubble collapses to a more stable cavity shape.

Our results show that while shear cavities still form at the interface 
between the high-velocity jet and slower surrounding fluid, their 
contribution to chemical effects becomes negligible compared to the 
dominant influence of the large, stable vapor cloud. The super- 
cavitation condition therefore represents a shift, where turbulence and 
cavity stabilization limit chemical activity, aligning with the observed 
stabilization of •OH concentration [60–62]. This flow physics arises from 
the balance among shear instabilities, redistribution of energy, and flow 
stabilization at high Reynolds numbers associated with microfluidic 
systems [63,64].

The flow pattern showed in Fig. 6 illustrates the evolution of 

Fig. 5. Cavitating flow patterns within Reactor 1 at upstream pressures of (a) 0.52 MPa, (b) 1.24 MPa, and (c) 2.9 MPa. Up: High-speed camera visualization, and 
Down: Flow pattern schematics (blue color indicate HC bubbly and cloud formations). (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.)
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Fig. 6. Cavitating flow patterns within Reactor 2 at upstream pressures of (a) 1.03 MPa, (b) 2.07 MPa, and (c) 2.9 MPa, Top left: High-speed visualization inside the 
nozzle, Top Right: High-speed visualization in the extension channel, and Bottom: Flow pattern schematics (blue color indicates HC bubbly and cloud formations). 
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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cavitating flow patterns in Reactor 2 at different upstream pressures, 
from 1.03 to 2.9 MPa. At the pressure of 1.03 MPa, the Reynolds number 
is approximately 13,000, and the flow inside Reactor 2 corresponds to 
the incipient cavitating flow. It should be noted that cavitation bubbles 
first appeared in this reactor at a relatively higher upstream pressure 
(1.03 MPa) compared to Reactor 1 (0.52 MPa). At the pressure of 1.03 
MPa (Fig. 6a), cavitation initiates with small bubble clusters forming 
along the channel walls, leading to I3− production and •OH generation 
through localized chemical reactions [65]. There is not any cavitation 
activity recorded in the extension channel at this pressure, which could 
limit the chemical effects activity in the inception flow for this reactor. 
In this regime, early cavitation bubbles are developed due to the local-
ized pressure drop near flow separation points. The flow separates at the 
sharp contraction (nozzle) of the diaphragm, giving rise to a separation 
bubble at the nozzle inlet. In the wake, on either side of the separation 
point, a pair of shear cavities develop along the shear layers between the 
high-velocity jet flow and surrounding slower fluid. These are sustained 
by low-pressure zones, which are generated by shear layer instabilities 
[52]. These shear layer instabilities become enhanced in the turbulent 
flow due to the Reynolds number of 13,000, enhancing local nucleation 
of cavitation but limiting the growth of the bubbles due to the short 
residence time [20]. Downstream of this region, the flow starts to attach 
to the diaphragm walls, initiating the transition to a more stable flow 
known as the transitory regime, where the pressure recovery limits the 
vapor formation and stabilizes the flow [66].

At the pressure of 2.07 MPa, the Reynolds number is about 19,500, 
and the flow corresponds to the developed cavitating flow pattern 
characterized by sheet cavity formation and further detachment by 
shear layer instabilities. The flow separates at the sharp edges of the 
nozzle with a low-pressure region which forms to sustain the growth of 
elongated sheet cavities along the diaphragm walls [63]. The expansion 
in the extension channel generates shear layer instabilities between the 
high-velocity jet flow and surrounding fluid, destabilizing and detaching 
the vapor cavities. Further downstream, the detached cavity breaks into 
shedding bubbles, which collapse violently under the influence of 
pressure recovery [57]. At this Reynolds number, the flow is highly 
turbulent, and shear layer instabilities are significantly enhanced, pro-
moting corner vortices and recirculation zones to form at the channel 
boundaries. These recirculation zones serve as reservoirs for vapor 
nuclei and interact with detached cavities, enhancing the frequency of 
cavitation cloud shedding [67–69]. Thus, this regime results in periodic 
high-intensity collapses with corresponding localized pressure and 
temperature jumps, typical of fully developed cavitating flow. The flow 
morphology highlights the critical roles of the shear layer, turbulence, 
and recirculation zones in creating highly nonlinear flow structures, 
which are essential in establishing a developed cavitating flow pattern at 
high Reynolds numbers in microfluidic environments [59,70]. Conse-
quently, as reflected in Fig. 4a, the flow morphology and dynamics 
significantly enhance the formation of I3− and boost production of •OH.

At the pressure of 2.9 MPa, the flow within Reactor 2 transitions 
shows the super-cavitation condition (Fig. 6c). In the nozzle, the flow 
separation and significant pressure drop induce the formation of sheet 
cavities along the diaphragm walls, facilitating vapor generation in re-
gions with low static pressure. As the flow proceeds to the extension 
channel, the shear layer becomes unstable and large eddies form due to 
Kelvin-Helmholtz instabilities at the interface of the high-velocity jet 
flow and surrounding fluid [58]. These eddies disrupt the vapor inter-
face, thereby promoting the growth of dense vapor clouds which expand 
and fill the downstream channel [52]. Eventually, these dense clouds 
break-down under the influence of the pressure recovery and turbulent 
flow conditions into sparse vapor clouds and shedding bubbles. Besides, 
the existence of recirculation zones along the channel walls leads to the 
stabilization of vapor pockets and enhanced turbulence-driven in-
teractions within the flow [66]. The corresponding Reynolds number is 
25,000, and the fully turbulent flow amplifies shear layer instabilities 
and eddy formation, leading to periodic vapor detachment and 

continuous breakdown of vapor clouds. This interplay among shear in-
stabilities, turbulence, and recirculation effects maintains the super- 
cavitation pattern, where large-scale vapor cavities prevail in the flow 
[56]. This behavior explains the gradual response of this configuration 
to pressure changes and its suitability for applications requiring stable 
cavitation and consistent •OH generation across broader pressure 
ranges, particularly in oxidation reactions, wastewater treatment, and 
disinfection processes [31,71,72]. Video recordings of the flow patterns 
under the inception and developed regimes for both the micro-orifice 
and long diaphragm reactors are available as supplementary material 
(Videos S1 and S2).

3.3. Cavitation number and flow rate profiles: implications for chemical 
reaction dynamics

The cavitation number and flow rate profiles are displayed in Fig. 7
at different upstream pressures for Reactor 1 and Reactor 2. The cavi-
tation number provides information about the cavitation intensity in 
cavitating flows. The cavitation number is expressed as: 

Cv =
Pup − Pv

1
2 ρv2 (2) 

where Pup, Pv, ρ, and v are the reference pressure (the upstream pres-
sure), vapor saturation pressure of the liquid, liquid density, and flow 
mean velocity, respectively. Cavitation number and flow rate profiles 
give insights into the differences in I3− production and •OH generation.

Fig. 7a shows the upstream pressure as a function of flow rate for the 
two reactors. The Reactor 2 has significantly higher flow rates compared 
to Reactor 1, with a quasi-linear variation in the flow rate with upstream 
pressure for both configurations. Observed differences in flow charac-
teristics are largely attributed to the distinct geometries of the cavitation 
reactors, which influence the flow patterns and cavitation behavior 
within each reactor. At the pressure of 2.9 MPa, the flow rate reaches 
2.2 mL/s for Reactor 2, while the flow rate is 0.5 mL/s for Reactor 1. The 
difference in flow characteristics leads to the distinctive cavitating flow 
behaviors, chemical effects, and •OH production as displayed in Fig. 4. In 
Reactor 2, the combination of its geometry and higher flow rates creates 
more persistent cavitation zones, which extends bubble lifetimes. These 
extended residence times provide more opportunities for energy trans-
fer, enhance exposure to cavitation conditions, and promote reactions 
such as the decomposition of water into •OH. This longer exposure to the 
cavitation conditions explains the slow rise in I3− production and •OH 
with pressure in Reactor 2 until higher peaks compared to Reactor 1. The 
increased fluid throughput facilitates more cumulative cavitation events 
along the channel length, which accounts for the elevated I3− production 
and •OH formation observed at the pressure of 2.9 MPa as displayed in 
Fig. 4b. The lower flow rates in Reactor 1 correlate with the profound 
peak of I3− formation and •OH generation at relatively lower upstream 
pressures (around 0.52 MPa as shown in Fig. 4a). Similar to restricted 
orifice flow conditions, small, intense, and focused cavitation zones 
optimize chemical effects and •OH production at relatively lower pres-
sures. This phenomenon corresponds to cavitation inception, where 
there is a balance between cavitation intensity and energy.

The right vertical axis of Fig. 7a illustrates the variation in the ve-
locity with the pressure. According to this figure, in Reactor 1, velocity 
increases with pressure. However, beyond the pressure 1.24 MPa, the 
velocity gradient becomes steeper, indicating intensified shear layer 
instabilities and rapid bubble detachment, resulting in a dynamic cavi-
tating flow pattern as discussed in detail in Fig. 5. In Reactor 2, the 
velocity also increases with pressure, but this increase is considerably 
higher than that in Reactor 1. This is attributed to the differences in the 
hydraulic diameter of the microchannels and the distinct reactor ge-
ometries, which lead to varying cavitating flow patterns and different 
velocity magnitudes, as elaborated in Fig. 6.

As shown in Fig. 7a, the flow velocity increases with the upstream 
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pressure, leading to a decrease in the cavitation number. The cavitation 
number remains smaller than 1 (see Fig. 7b), which is consistent with 
the findings in the literature [20,73,74]. Fig. 7b demonstrates the 
cavitation number trend for both geometries across the three cavitation 
regimes (inception, developed, and super-cavitation) for each reactor. 
The cavitation number profile of Reactor 1 agrees with intense chemical 
effects and generation of •OH at low pressures [75,76]. However, this 
trend does not linearly translate to increased production of I3− and •OH at 
higher pressures, as evidenced in Fig. 4a. This can be explained with the 
transition to super-cavitation condition at high pressures, around 2.9 
MPa, where the formation of stable vapor cavities becomes prominent 
[20,71,77]. For Reactor 2, the lower Cavitation numbers suggest that the 
parameters, such as extended residence time, pressure recovery pat-
terns, and the development of quasi-super-cavitation regimes, play a 
more dominant role in determining the overall cavitation intensity, 
chemical effects, and •OH production. While Reactor 1 has higher 
cavitation numbers, the large flow rates and cavitation regimes for 
Reactor 2 allow for enhanced cumulative chemical effects and sustained 
•OH production, particularly at higher pressures and over extended 
periods.

It should be noted that the sudden expansion and steep local pressure 
drop of the fluid through Reactor 1 make conditions very favorable for 
the formation and collapse of cavitation bubbles even at lower flow 
rates, and thus, intense but localized •OH production is possible. In 
contrast, the extended geometry of Reactor 2 combined with higher flow 
rates leads to a more distributed cavitation effect, so that it likely pro-
motes more sustained chemical activity over time, enhancing the overall 
radical generation.

3.4. Power consumption and cavitation yield: implications for efficiency, 
economics, and •OH production

The hydraulic power delivered to the liquid by HC is determined 
using the pressure provided by the nitrogen tank, which is the only 
energy source for such a system, driving the fluid flow through the 
piping and inducing the HC phenomenon. The hydraulic power is given 
as, Power = Pup⋅Q, where Q is the flow rate, Pup is the upstream pressure 
introduced by the nitrogen tank, and Power is in W.

Power consumption and cavitation yield provide important infor-
mation about the efficiency and effectiveness of reactors (displayed in 

Fig. 7. (a) Flow rate and velocity profiles for Reactor 1 and Reactor 2, and (b) Cavitation number comparisons between Reactor 1 and Reactor 2. Error bars indicate 
the standard error from three independent experiments (n = 3).

Fig. 8. (a) Power consumption and (b) Cavitational yield as a function of upstream pressure for Reactor 1 and Reactor 2.
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Fig. 8a and b, for Reactor 1 and Reactor 2, respectively). These pa-
rameters are of paramount importance in determining the energy input, 
chemical effects and •OH production relationship in microscale HC re-
actors. The cavitational yield is an indicator of the efficiency of the HC 
system, which is measured through the desired product formed versus 
the amount of energy introduced. The cavitational yield can, thus, be 
defined as the ratio of the produced I3− to the consumed energy by the 
system at upstream pressures: 

Cavitational yield =
Mass of I3⁻produced (g)

Energy input (J)
(3) 

This yield is a very important parameter in the estimation of the 
chemical performance of HC systems, as it reflects how well the input 
energy is converted into the desired chemical changes via cavitation.

As seen in Fig. 8a, the power consumption increases with the up-
stream pressure for both configurations. However, the rate of increase is 
significantly higher for Reactor 2 configuration compared to Reactor 1. 
For instance, at the pressure of 2.9 MPa, Reactor 2 consumes approxi-
mately 6.4 W, compared to just 1.5 W corresponding to Reactor 1. This 
difference stems from the larger flow rates required by the long micro- 
diaphragm, which results in larger energy demands. The steeper 
power consumption trend for Reactor 2 highlights its energy-intensive 
nature, which can be attributed to the fundamental differences in flow 
characteristics between the two configurations. This difference in power 
consumption agrees with the differences in the flow rate shown in 
Fig. 7a. Accordingly, larger flow rates in Reactor 2 require larger energy 
and hence more power consumption. The differences in power con-
sumption can be explained by the fundamental differences in flow 
characteristics of the two configurations discussed in the previous sec-
tion. Fig. 8b shows the cavitational yield as a function of the upstream 
pressure, with the observed trends inversely related to power con-
sumption. Reactor 1 configuration leads to considerably higher cavita-
tional yields within the entire pressure range compared to Reactor 2. At 
lower pressures (around 0.52 MPa), Reactor 1 achieves the maximum 
cavitational yield of about 0.6 × 10−6 g/J, while Reactor 2 peak is at 3.0 
× 10−8 g/J at 1.03 MPa (the cavitation inception pressures for both 
Reactors). This peak in cavitational yield for Reactor 1 supports the link 
between cavitational yield and previously discussed chemical effects. 
Interestingly, the cavitational yields for both configurations decrease at 
higher pressures, likely due to the transition into the super-cavitation 
regime, where excessive bubble formation and vapor cavity stabiliza-
tion reduce the intensity of localized collapse events. Despite this 
reduction, Reactor 1 consistently outperforms Reactor 2, highlighting its 
efficiency in energy utilization for radical generation and I3− production. 
The relationship among power, yield, and cost is represented as the Cost 
parameter expressed as:  

The economic analysis with this parameter is based on the actual 
electrical energy consumed during each process, with the electricity cost 
set at 0.047 USD/kWh [78] (as presented in Fig. 9).

As illustrated in Fig. 9, energy consumption costs increase with the 
pressure for both reactors as the cavitating flow pattern shifts from 
inception to super-cavitation (i.e., with increasing pressure), which is an 
expected outcome. However, a key finding of this study is that the 
maximum production of I3− in Reactor 1 configuration occurs at incep-
tion (equivalent to 0.52 MPa). Notably, this pressure also corresponds to 
the lowest energy cost among all tested pressures and even compared to 

Reactor 2. In contrast, for Reactor 2 configuration, the maximum I3−

production is achieved at developed regime (2.07 MPa). However, the 
energy cost at this pressure is approximately 98 % higher than the cost at 
the optimal I3− production condition in Reactor 1 (0.52 MPa). The eco-
nomic analysis highlights that, for cost-effective I3− production, the 
operation of Reactor 1 at inception represents the most optimal scenario 
among the tested pressures and reactor configurations. These disparities 
underscore the significant cost advantages of operating Reactor 1 under 
optimal conditions.

While Reactor 2 provides a more uniform •OH distribution along its 
length due to its broader cavitation zones and extended flow paths, this 
benefit comes at the expense of excessive power consumption, particu-
larly at higher pressures. For example, at the pressure of 2.9 MPa, 
Reactor 2 consumes more than four times power compared to Reactor 1 
while achieving a lower cavitational yield. This trade-off should be 
carefully considered when selecting the microscale HC reactor config-
uration for a specific application.

3.5. Comparison between microscale and macroscale HC reactors: 
advantages of “HC on a Chip” concept for enhanced •OH production

In order to highlight the performance of the microscale HC reactors, 
we compared the performance of the micro-orifice and the long dia-
phragm reactors with two macroscale plate designs previously tested by 

Kumar et al. [79]. The results obtained from the KI test (Fig. 4a) showed 
that, for Reactor 1, the highest I3− production—and thus the strongest 
chemical effect of cavitation—occurs at 0.52 MPa, which is the pressure 
required for cavitation inception. In contrast, for Reactor 2, this 
maximum occurs at 2.07 MPa. To compare micro-scale and macro-scale 
effects, the production and rate of I3− in the micro reactors are compared 
with [79], where 0.35 MPa corresponds to the highest I3− production. 
These comparisons were made based on I3− production as a function of 
cavitation intensity and •OH generation, represented in terms of both 
concentration-time profiles and reaction rates-time profiles (Fig. 10).

Plate 1, as shown in Fig. 10, had 8 holes of 5 mm diameter in a 

Fig. 9. Economic analysis of microscale HC reactors.

Cost =
Power consumption (W) × Operating time (s) × Energy price (USD/kWh)

Cavitational yield (g/J) × Energy input (J)
(4) 
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circular pattern, while Plate 2 contain 33 holes of the same diameter in a 
star-like pattern. Besides the difference in the number of holes, the 
pattern also influence performance, with Plate 2 consistently out-
performs Plate 1 in terms of I3− production and generating more •OH.

Fig. 10a presents the first 20 min of our experiments together with 
the results obtained from a macroscale reactor (Kumar et al. [79]) for I3−

production. In this graph, the effect of the mixing (3.5 × 10−5 g/L of I3−) 
is excluded from our results to enable a fair comparison between the 
datasets. Consequently, our data were shifted downward by 3.5 × 10−5 

g/L so that both start from the same initial point. Within a 20-minute 
observation period, Reactor 1 achieves the highest final concentration 
of approximately 3.2 × 10−5 g/L, followed by Reactor 2 (2.1 × 10−5 g/ 
L). Although cavitation conditions (e.g., pressure, flow rate, geometry) 
were constant, the reaction rate rose during the first ~10 min, then 
declined. Over time, the increased bubble interactions reduce •OH 
availability and collapse energy, lowering radical generation efficiency, 
as noted by Yasui et al. and Stricker et al. [80,81]. Plate 2 and Plate 1 
reach the concentrations of 1.85 × 10−5 g/L and 0.8 × 10−5 g/L, 
respectively. Reactor 1 exhibits a distinctive pattern of an initial rapid 
increase in I3−production followed by a gradual but sustained rise, which 
is indicative of continuous cavitation activity and sustained •OH pro-
duction. Similarly, Reactor 2 displays a nearly steady and consistent 
increase in I3−concentration over time, suggesting prolonged and effec-
tive cavitation conditions. In contrast, both plate designs have a plateau- 
shaped trend. Plate 2 has a trend leveling off after approximately 15 min 
while Plate 1 has a slower, linear increase. These trends highlight the 
superiority of microfluidic reactors in maintaining sustained •OH 
production.

The reaction rate profiles shown in Fig. 10b further illustrate the 
dynamic nature of cavitation processes for these four configurations as 
below: 

1. Reactor 1: The reaction rate increases during the initial 12 min, 
reaching a peak of approximately 2.45 × 10−6 g/L per minute, after 
12 min, the rate declines to about 1.0 × 10−6 g/L per minute by 20 
min. The observed decline in reaction rate is likely due to increased 
bubble-bubble interactions as cavitation intensifies. These in-
teractions can cause shielding influences and can reduce collapse 
symmetry, which can restrict radical generation efficiency [80,81].

2. Reactor 2: The reaction rate increases steadily, reaching 1.4 × 10−6 

g/L per minute at its maximum (first 10 min) and then decreases to 
1.0 × 10−6 g/L/min at the end of the test. The geometry of Reactor 2 

supports broader cavitation zones and uniform flow, leading to 
consistent cavitation activity.

3. Plate 1 (macro-scale): The reaction rate remains relatively stable at 
approximately 4.0 × 10−7 g/L/min, reflecting minimal cavitation 
intensity and lower efficiency in generating reactive species. This 
uniform but low performance aligns with its simpler design, which 
lacks the ability to generate intense localized cavitation.

4. Plate 2 (macro-scale): It initially has the highest reaction rate among 
the plate configurations, reaching 1.6 × 10−6 g/L/min within the 
first minute. However, the performance declines significantly over 
time, dropping to 2.0 × 10−7 g/L/min at the end. This degradation 
highlights the unsustainable cavitation conditions which could be 
likely caused by dispersed energy across multiple holes.

In addition to performance metrics, the power consumption of the 
four configurations is also compared to assess their energy efficiency. 
Fig. 11 shows the power density values, i.e., power consumption per unit 
volume for microscale HC reactors used in this study at different pres-
sures and two macroscale plates at 0.35 MPa [79].

Fig. 10. (a) I3− mass concentration and (b) I3− reaction rate as a function of time for Reactor 1 at 0.52 MPa and Reactor 2 at 2.07 MPa and two macroscale plate 
configurations at 0.35 MPa [79].

Fig. 11. Power density for Reactor 1 (at 0.52 MPa) and Reactor 2 (at 2.07 MPa) 
and two macroscale plate configurations (at 0.35 MPa) [79].
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From Fig. 11 it can be clearly seen that the microscale configurations 
are significantly more energy-efficient than the macroscale plates. For 
instance, Reactor 1 achieves the highest I3− concentration and reaction 
rate while consuming just 0.51 W/L, compared to the 19.83 W/L and 
12.81 W/L consumed by Plate 1 and Plate 2, respectively. Similarly, 
Reactor 2 consumes only 1.72 W/L which is approximately 11 times less 
than Plate 1 and 7 times less than Plate 2; however, it has a higher value 
compared to Reactor 1 (about 3 times more). The superior energy effi-
ciency of microscale reactors is attributed to their higher surface-to- 
volume ratios, which enhance localized cavitation events and optimize 
heat and mass transfer rates. Reactor 1 stands out for its ability to 
generate highly localized pressure gradients, resulting in frequent and 
energetic cavitation events promoting hot spots and pressure conditions 
conducive to •OH production. Reactor 2, on the other hand, supports 
broader cavitation zones and flow uniformity, leading to prolonged 
stability. The macroscale plates, despite their significantly more power 
consumption, demonstrate a far inferior performance, due to the 
inability to sustain cavitation over time.

As a result, Reactor 1 and Reactor 2 consistently outperform the 
macroscale plate designs in both I3− production and reaction rate while 
maintaining significantly lower power consumption. The trends 
observed in the Figs. 10 and 11 highlight the inherent advantages of “HC 
on a chip” reactors, and their ability to sustain cavitation intensity, to 
generate localized and intense pressure gradients, and to efficiently 
utilize energy. These advantages provide a solid proof for their suit-
ability for applications requiring radical production, efficient chemical 
reactions, and energy savings. Table 3 presents a comparison between 
microscale and macroscale reactors in terms of maximum 
I3−concentration, production rate, and power density at the pressures 
where the maximum chemical effects of cavitation were observed. •OH 
generation during cavitation is governed by reactor geometry, flow 
dynamics, and reaction rate trends. Micro-orifice reactors exhibit sharp, 
high peaks of reaction rate due to intense, localized cavitation, while 
long diaphragm reactors display more gradual, sustained rates reflecting 
broader radical distribution. These differences significantly influence 
•OH yield, even under identical upstream conditions [39].

4. Conclusion

This study examines the relationship between cavitating flow dy-
namics and reactive species production in two microscale HC reactors. 
Reactor 1 configuration demonstrates a superior performance in 
generating high concentrations and I3− production, driven by its ability 
to induce intense localized pressure gradients, which promote frequent 
and powerful bubble collapses. This makes it highly effective for ap-
plications requiring rapid, concentrated chemical reactions, such as 
advanced oxidation processes in wastewater treatment. On the other 
hand, Reactor 2 exhibits lower cavitation yields; however, it offers a 
more uniform distribution of reactive species over prolonged reaction 
periods, making it ideal for processes demanding stable conditions, such 
as graphene production. The long diaphragm reactor exhibited a steady 
and gradual rate of I3− formation, indicating a more even distribution of 
radical generation along the length of the reactor. While the sharp peak 
seen in the micro-orifice design, suggesting less concentrated cavitation 
activity. The trend is supported by the geometry of the reactor, which 
accommodates long cavitation zones and long-duration bubble collapse 
processes. As the pressure increases, the transition to stable vapor cav-
ities impacts radical production efficiency, emphasizing the critical 
balance between cavitation intensity and radical recombination. The 
core significance of cavitating flow patterns and topology of the geom-
etry in enhancing the yield of hydroxyl radicals is highlighted. The 
findings of this study demonstrate the universality of microscale HC 
reactor, showing their ability to outperform the macroscale variants, 
which places them as top candidates to be employed. By modifying 
reactor designs to fit process-specific needs—whether fast radical for-
mation is optimized or continuous chemical activity—this research 

forms the foundation for optimizing HC systems across a broad array of 
industrial purposes, enhancing chemical processing abilities with pre-
cision and efficacy.

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.cej.2025.164356.
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